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Disclaimer

• Just my personal opinions

• LLM is rapidly evolving

• Not going to cover the ethics 
(e.g. data privacy, energy usage, monopolised 
technology …)

• Nothing on Copilot



“It doesn't matter if a cat is black or white, 
if it catches mice it's a good cat.”



Language Models

Product Name Company Country Subscription Fee

ChatGPT OpenAI USA ~£15 / month

Claude Antropic USA ~£13 / month

DeepSeek DeepSeek China Free

Gemini Google USA
~£19 / month (Free for 

students?)



Using Language Models

• Via Browser
• Open https://chatgpt.com/

• Sign up for an account

• Ready to play!

• Via API
• More complicated … Maybe next time … 



(My) Glossary 

MeaningTerm

Ask the question (nicely)Prompt Engineering

Types of allowed input (e.g. text, image, audio)Modality

Assign roles to the LLM and the userRole prompting

Give some examples, and ask the LLM to extrapolate In-Context Learning

Wrong answer, but looks plausibleHallucination

Step by step description of how the answer is obtained Chain-of-thought

Model with neural network weights learned using a large, general 

dataset
Pre-Training

Use a specialised dataset to improve a pre-trained model on certain 

tasks. (e.g. LoRA)
Fine-Tune

Train a smaller model using data from a large pre-trained model. Distillation 





Task 1

• Code up MNIST classification with 2-layer MLP in 
Torch 



Task 2

• Get an overview of a new topic 



Task 3

• Scribblings to LaTeX / Rmd



Lancaster AI Reading Group

https://lai-reading-group.github.io/

https://lai-reading-group.github.io/
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